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Embarking on the frontier of innovation, large language models pave the way
for the seamless automatic generation of optimal controllers.

Many advancements are being made in the fields of robotics and machine learning. An
essential consideration for the real-world deployment of autonomous systems within society
is captured by the question: Can we enable non-robotics engineers to effectively program
robots? While others attempted to address this problem via physical interaction [10], shared
control [13], low-cost teleoperation [22], imitation learning from video [17, 2], and myoelectic
and 1nertial interfaces [7], there is still however a steep learning curve and need for domain
experts - still requiring expensive and often time consuming training.

Language, whether spoken or written text, is one of the most natural forms of communica-
tion between humans without requiring training. If we are to enable non-robotics engineers to
program robots, we need to incorporate into the interface a means to synthesize controllers from
natural language. Therefore the problem above is two fold: the first is to understand natural lan-
guage and the second is to map the understanding of natural language to robotic affordances
and behavior.

The first problem has been largely solved by large language models. Language models have
been shown to be capable of handling a diverse array of tasks such as generating code [3],
advanced mathematics [5, 18], generating correct chain-of-thoughts [20, 19], search [6], and
many others. Although these language models generate embeddings that appear to grasp lan-
guage, we seek a method to link them to control [4]. More specifically in the robotics literature,
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Figure 1: Overview of approach for robot control synthesis from natural language. Using the
pipeline shown at the top of the image, we were able to synthesize two model-predictive con-
trollers for each tasks: 1) reaching in clutter, and 2) pick-and-place.

mapping natural language to low-level control commands has been explored in several contexts:
structured language [8, 12], code generation [9], reward design [11, 21], and human feedback
[15]. Our goal is to create a framework that enables the language model to refine its latent
embeddings so as to maximize controller performance on the robot and model constraints.
Several key elements are required for such a framework. 1) A method to map natural lan-
guage into a controller representation. A generic optimal controller is comprised of three key
parts: 1) cost function dictating the goal or optimal behavior, ii) dynamics model representing
the equations of motion, and iii) safety and physical limitation constraints. When these three
parts are available, we can pass to an optimization or sampling based solver to generate exe-
cutable control actions. 2) Given a process by which to map natural language to a controller
we require a model that gives us relevant inputs that can be incorporated into those algorithms
- 1.e. code for the cost, dynamics, and constraint functions. 3) These controllers must then be



able to interface with the robot and execute controls on the system. Given several sampled con-
trollers, we need an approach to identify more ideal controllers. Following the reward design
literature [16], we define a performance measure, typically referred to as a fitness function (e.g.
average distance to the goal after several trials). 4) Given the designed code and fitness value,
we need the language model to have the capability to improve and modify its latent space to
improve further and maximize fitness. A wealth of methods could be applied in this step, such
as: prompt engineering, fine-tuning, reflection, human feedback. Prompt engineering tends to
be tedious to implement, fine-tuning requires a wealth of data, however, given recent literature
in the machine learning community [11], reflection seems plausible.

With these fundamental components, as described above, we are inspired to establish the
pipeline illustrated in the upper section of Figure 1. The lower section showcases the effective
application of our framework to various robotic tasks.

How to generate optimal controllers from language?

A generic framework (shown in Figure 1) for the automatic generation of optimal control in-
volves several key steps: a) An initial prompt from a human user and system description. b) A
controller model is generated via a large language model and passed to a solver (e.g. numerical
optimization). c¢) Evaluations are performed on the real system or in simulation and a fitness
value is computed. d) The evaluation results are converted into a reflection prompt which is
used to guide future improvements in the controller model. Steps b-d are repeated for several
iterations. Our findings reveal, for the first time, the capability of language models in generating
system dynamics and constraints.

The system receives an initial textual prompt that includes a description of the task from
a non-expert user. Our lab experiments, supported by literature [11], reveal that the language
model also necessitates a comprehensive system description. Where we deviate from the afore-
mentioned literature, is that we show that the environment code is unnecessary. In our case, a
description of the state, action, and parameter space is required.

The language model is directed to generate code as output (Python in our case), repre-
senting the controller model as a cost function (also known as the objective or reward func-
tion), a dynamics model capturing equations of motion, and constraints embodying the physical
limitations of the system. These functions are then fed into a numerical optimization solver
(e.g., IPOPT, SNOPT, KNITRO). Often, these solvers require function gradients - a practi-
cal challenge. Handling this issue has two potential options: 1) Seeking analytic gradients
from the language model, leveraging its mathematical abilities [5], although this approach may
be error-prone. 2) Alternatively, one could instruct the language model to utilize a library
such as CasADi [1] that provides derivatives via automatic differentiation. Note, ensuring the
model’s familiarity with such a library can be achieved through fine-tuning or perhaps a few-
shot prompting. Given the possibility of code bugs, generating multiple samples concurrently
seems to be advisable.



Upon coupling the controller model with an optimization solver, multiple evaluations can
be conducted in simulation or on an actual system. From these evaluations, a fitness value is
computed. For instance, in tasks like reaching in obstacle-filled environments, the fitness score
considers factors such as the number of goal positions acquired within a fixed time and the
occurrences of collisions with obstacles.

Upon collecting evaluation metrics and computing a fitness value, a reflection prompt is
generated, encompassing this information and any code errors. Work by Ma et al. [11] include
in the reflection prompt additional details from the reinforcement learning algorithm, such as
the learning curve. The language model’s response, along with the reflection prompt, is then
appended to the initial prompt, guiding the regeneration of a new controller.

Key problems for the future

The process described above yields a controller model derived from natural language. We have
demonstrated the viability of the approach with two robot tasks, however there are several open
problems for the future that we summarize as follows.

1) Lack of reflection in language models. A critical challenge arises in the face of in-
sufficient reflective capabilities within language models. Reflection, in this context, refers to
the model’s ability to introspect and analyze its own decision-making processes in order to im-
prove on the generated controller model. Specific examples include fixing code bugs within
the context of the assigned task and exploring alternative behavioral models. The deficiency in
reflection hampers the model’s capacity to learn from its own experiences and adapt over time.
Furthermore, the fitness function may not be something easily defined for generic tasks. Either
we could utilize the language model to also generate the fitness or incorporate human-feedback
in the reflection prompt. In addition, text-only based reflection is potentially limiting. Take,
for example, a robot operating in the real world where it is not possible to track the pose of a
variety of objects in a given scene (e.g. a house). Translating the success of the controller may
be difficult given only text, whereas an image from a camera could be vastly more informative.
Utilizing vision-language models, e.g. [14], could be useful for improving the likelihood of high
performance in the real world.

2) Handling dynamic tasks with complex physics models. Language models exhibit
competence in generating controllers which yield action sequences that successfully accom-
plish multi-goal tasks, such as pick-and-place operations; see Fig. 1. However, a notable
difficulty arises when these models confront dynamic tasks involving more intricate physics
models, especially those associated with contact dynamics (e.g. non-prehensile manipulation).
Complex interactions, such as pushing an object on a table and other underactuated systems in-
troduce challenges in accurately predicting the consequences of actions. This limitation poses
a significant hurdle when attempting to apply language models to scenarios with unpredictable
elements, emphasizing the need for advancements that can handle the nuances of dynamic en-
vironments and intricate physical phenomena.



3) Ensuring safety of the system. A critical consideration for these systems, utilizing
language models for optimal control, is the necessity for meticulous care throughout the devel-
opment and deployment process - these models, although powerful, are not immune to human
error. During the development of our work, a check on the maximum velocity of the robot
was forgotten (a somewhat typical human-error). These typical human-errors could potentially
result in unsafe actuation of robotic systems. Therefore, great caution must be exercised during
the developmental phases, emphasizing robust testing, validation, and the incorporation of fail-
safe mechanisms. This aligns with the broader challenge of maintaining safety and reliability
in autonomous systems, where the consequences of errors can have tangible impacts on the
physical world.

In summary, synthesizing controller models from natural language holds both great promises
and challenges. Managing language model reflections, navigating dynamic physical complexi-
ties, and ensuring safety are key considerations. As we progress, we must navigate the delicate
interplay of linguistic expression and robotic actuation, shaping a future of innovative and re-
sponsible autonomous control.
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